Data quality and artificial intelligence – mitigating bias and error to protect fundamental rights

Algorithms used in machine learning systems and artificial intelligence (AI) can only be as good as the data used for their development. High quality data are essential for high quality algorithms. Yet, the call for high quality data in discussions around AI often remains without any further specifications and guidance as to what this actually means. Since there are several sources of error in all data collections, users of AI-related technology need to know where the data come from and the potential shortcomings of the data. AI systems based on incomplete or biased data can lead to inaccurate outcomes that infringe on people’s fundamental rights, including discrimination. Being transparent about which data are used in AI systems helps to prevent possible rights violations. This is especially important in times of big data, where the volume of data is sometimes valued over quality.
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1. Data quality, artificial intelligence and fundamental rights

Artificial intelligence (AI) and big data continues to be a topic of high priority for policy, science, business and media throughout the world. Developments in the area are of high relevance, as new technologies impact on all spheres of life and hence also impact on fundamental rights. Ethical implications of AI are the topic of many discussions. At the same time, these discussions need to acknowledge that there is a human rights framework setting binding legal obligations around AI, which should be seen as a starting point for any evaluation of the opportunities and challenges brought by new technologies. The European Union’s strong fundamental rights framework, as enshrined in the Charter of Fundamental Rights and related case law, provides guidance for the development of guidelines and recommendations for the use of AI.

This paper sets out to contribute to the many ongoing policy discussions around AI and big data by highlighting one aspect that needs attention from a fundamental rights perspective; namely the awareness and avoidance of poor data quality. It does not aim at explaining how to use high quality data, but how to become aware of and avoid using low quality data.

Data quality for building algorithms and AI-related technologies is one of the concerns for the fundamental rights compliant use of data. This is because an algorithm in its application can only be as good as the data it uses. Following the often quoted ‘garbage in – garbage out’ principle, low quality data lead to low quality outcomes produced by algorithms which in turn can lead to a violation of fundamental rights. Most obviously, privacy and data protection is an important area that the use of low quality data can affect. Other rights are also affected; for example, an automated system used in the justice system, which is based on poor quality data, can negatively impact on the right to a fair trial and effective remedy, as well as on the principle of good administration. As referred to in FRA’s previous focus paper on AI, algorithms that are biased can, as a result, lead to discrimination against women, ethnic minorities, the elderly, and other groups based on protected grounds.

For example, if a voice recognition system is mainly trained on male voices, the system may not perform accurately when used by women – due to a data quality problem. The quality of the data used leads to unequal performance of the services for different groups in the population. This has been identified as one of the potential problems that can result in discrimination in data supported decision making, which FRA explored in its earlier focus paper. ¹ In addition, data can reflect existing bias and discriminatory behaviour, which is then taken up and potentially reinforced by

What is artificial intelligence (AI)?

There are many definitions of AI. One definition of AI is included in the European Commission communication on Artificial Intelligence for Europe: “Artificial intelligence (AI) refers to systems that display intelligent behaviour by analysing their environment and taking actions – with some degree of autonomy – to achieve specific goals. AI-based systems can be purely software-based, acting in the virtual world (e.g. voice assistants, image analysis software, search engines, speech and face recognition systems) or AI can be embedded in hardware devices (e.g. advanced robots, autonomous cars, drones or Internet of Things applications). We are using AI on a daily basis, e.g. to translate languages, generate subtitles in videos or to block email spam. Many AI technologies require data to improve their performance. Once they perform well, they can help improve and automate decision making in the same domain. For example, an AI system will be trained and then used to spot cyber-attacks on the basis of data from the concerned network or system.” ²

It is important to accept that the term AI does not refer to ‘one thing’ but to current technological developments and processes in general. Most of what is discussed under the heading of AI refers to the increased automation of tasks through the use of machine learning and automated decision making. At the core of current AI discussions and machine learning applications lies the use of algorithms. Algorithms are rules followed by a computer, as programmed by humans, which translate input data into outputs. ³

¹ FRA (2018a); Barocas, S. and Selbst, A. D. (2016).
³ See further on a definition of algorithms: FRA (2018a). A useful discussion of the definition of artificial intelligence can be found in United Nations (UN), Human Rights Council (2018).
an AI-system. Data quality is a broad concept. Two generic concepts related to data quality, as used in social sciences and survey research, can be highlighted:

- errors of representation, which means that the data do not cover well the population it should cover;
- measurement errors, which means that the data do not measure what they intend to measure.

**Data quality: a key concern in policy discussions on AI**

Discussions and research on the assessment of algorithms often focus on the need to explain how complex algorithms work. However, when assessing algorithms, a focus on the type and quality of data used by algorithms is of equal importance and should be included in any assessment of algorithms. Recently, academic research on data quality in AI and machine learning has received increased attention. However, many textbooks and articles dealing with data science and machine learning still overlook the crucial aspect of data quality or only scratch the surface of this topic. This paper contributes to the discussion of fundamental rights implications of AI by highlighting concepts of data quality in the development of algorithms and AI-related technologies, as used in social sciences and survey research. It focuses on one potential source of impact on fundamental rights, and serves to provide guidance for ongoing policy discussions on the use of AI and its relation to fundamental rights.

The topic of data quality is mentioned repeatedly in policy documents in relation to the use of AI. The European Council Conclusions of 28 June 2018 acknowledged that “high-quality data are essential for the development of Artificial Intelligence.” The European Group on Ethics in Science and New Technologies (EGE) refers to discriminatory biases in datasets used to train and run AI systems, which “should be prevented or detected, reported and neutralised at the earliest stage possible.”

Furthermore, the Committee on Civil Liberties, Justice and Home Affairs of the European Parliament (LIBE Committee) in its Opinion on the motion for a European Parliament resolution on a comprehensive European industrial policy on artificial intelligence and robotics highlighted the importance of the “quality and accuracy, as well as representative nature of data used in the development and deployment of algorithms.” More specifically, the LIBE Committee noted that “the use of low-quality, outdated, incomplete or incorrect data at different stages of data processing may lead to poor predictions and assessments and in turn to bias, which can eventually result in infringements of the fundamental rights of individuals or purely incorrect conclusions or false outcomes.”

Moreover, the European Commission’s High Level Expert Group on AI published its ethics guidelines on AI. These include data governance as one of the requirements of trustworthy AI. They highlight the importance of biases in datasets used for machine learning, which could include human misjudgement, errors and mistakes, and the need to keep record of data that are fed into AI systems.

The “Toronto Declaration”, initiated and signed by several rights groups, technologists and researchers, issues statements for avoiding bias and discrimination in machine learning systems. One such statement calls on the private sector to take account of risks commonly associated with machine learning systems, including “incomplete or unrepresentative data, or datasets representing historic or systemic bias.”

The European Commission for the Efficiency of Justice (CEPEJ) of the Council of Europe has adopted the European Ethical Charter on the use of Artificial Intelligence in judicial systems and their environment. This charter puts forward principles including the principle of quality and security, which includes the use of certified sources and intangible data.

3 A few textbooks on the use of big data, machine learning and AI discuss data quality issues in more detail. See for example: Salganik, M. J. (2017); Cabitza, F. et al. (2018); Foster, I. et al. (2016).
4 European Council (2018).
7 Committee on Civil Liberties, Justice and Home Affairs (2018).
9 RightsConn Canada (2018).
10 Council of Europe (2018).
2. How artificial intelligence and machine learning algorithms use data

One of the main drivers behind technological developments in the area of AI is the unprecedented availability of data. Vast amounts of data are being collected, analysed and used, at an ever increasing pace – a phenomenon referred to as Big Data. Often, but not exclusively, data are gathered over the internet and smartphones. Such data are considered an important asset that provides the basis for many AI applications and progress in the field. In this sense, questions and concerns related to data quality should be at the core of discussions on AI developments. Data constitute the basis for many technological developments in the area.

Machine learning is one broad field of AI, where most discussions focus on learning algorithms that make use of data for establishing patterns that can be applied to new, unseen data. An algorithm learns its rules based on the examples included in the training data. Most discussions, as the one in this paper, focus on so-called supervised machine learning which uses labelled data.

Major advances have been made for image recognition, where an algorithm is built by learning to classify pictures. For instance, many pictures including houses are analysed to create an algorithm for identifying houses. The rules based on the analysis are then tested against a new set of pictures, which also include houses, for accuracy. Other examples include: data from previous crime incidents that help to understand where and when it is most likely that crime occurs, or data from social media posts (for example the use of specific words or combinations of words) are used to predict if someone is likely to click on an advertisement. Data from previous health examinations and their outcomes can help to understand and predict which patients have a certain illness or are at highest risk to suffer from fatal diseases. Data on browsing history could be used to predict the income of people.

These examples make use of so-called labelled data, which already include information on the desired outcome. This information is then used to learn for other situations where it is not yet available. As data labels (e.g. a description of an image) are often created by humans, they are prone to human bias and error.

It is important to note that most learning algorithms cannot (easily) go beyond the data they use to learn patterns from – the so-called training data. While computer scientists make all possible efforts to learn from the data at hand, once a machine learning model is deployed and used in real life, it is not always (easily) possible to verify its success or potential damage.

When using machine learning algorithms, there are at least three different data sets involved:

- The training data that are used to build the algorithm. This could be data on internet users, their browsing history, and whether they click on certain advertisements. For example, the demographic characteristics and employment history of unemployed people, and information about whether or not they found a job after some time, could be used to predict when an unemployed will find a job. For supervised machine learning the desired outcome needs to be included in the training data. Data used to learn about the desired outcome are so-called features. The desired outcome is often referred to as labels. This is the basis of how an algorithm learns patterns.

- When an algorithm is deployed, it is fed with new, unseen features (input data). These are evaluated against the model parameters for taking actions or making decisions. For example, the browsing history of people without yet knowing if they would click on a certain ad.

---

11 Data can be loosely defined as more or less structured and standardised information that can be processed by computers – usually in the form of text and numbers. For example, when (raster-) images are analysed, their content can be translated into numbers representing the position and colour of pixels. This paper raises issues that mainly arise with data about people, which is only one subset of all data.

12 The discussion would similarly apply to unsupervised learning, where no labelled data are available and categorisations of data are being developed. The ways in which algorithms are trained, through splitting training data into training, test and validation sets is relatively complicated and not part of the discussion of the paper. In addition, the use of reinforcement learning, where a component of trial and error is included in the training phase, is not considered in this paper. An accessible description of machine learning can be found in The Future of Privacy Forum (2018) or Alpaydin, E. (2015).

13 This is a simplified description of one type of machine learning algorithms, which should help to get a better understanding of the type of data involved in often-used cases of machine learning algorithms.
The algorithm then produces inferred labels (or predictions, inferences, deduced actions or output data) that are produced when the unseen data are fed into the machine learning algorithm.

Figure 1 visualises this process. This is a much simplified description of the process which serves to illustrate how data are used in supervised machine learning. In the example shown, the training data contain information on the internet behaviour (for example the browsing history) and data on possible possessions of the user (for example which smart phone a person bought). The training data also includes labels, which could be information on the known income of people (for example obtained through a survey among internet users). The algorithm finds correlations between the features and labels and derives rules. These rules are used for new, unseen features, for example knowing that a person reads certain information online (e.g. business news) and bought the newest smart phone. Feeding this information into the algorithm produces a label, which is inferred from the features; in the example below, high income.

Figure 1: Simplified illustration of types of data used for algorithms

An algorithm following the process described above will learn its rules and patterns based on the training data. If the training data are of low quality, most notably structurally different to the new unseen features, the outputs of the algorithms will produce poor results. These could include the reproduction of bias in a dataset and the amplification of existing bias, which can lead to discrimination. Low quality of data can refer to many different aspects, leading to the problem that the algorithm while using new data. If the training data cover a different group of people compared to the new data, where the correlations between the features and labels are different, the results (i.e. the inferred labels) will be more often erroneous. Herein, there are many aspects to data quality. This paper highlights two important errors which are derived from survey research: errors of representation (i.e. different population groups are covered in training data and the new data) and measurement errors (the training data do not include the right information).

Source: FRA, 2019

3. Beware of the bias – case study on the use of data from the internet

The internet is one important – though not the only – source for data generation and collection that AI draws on. Data can come from a variety of sources, cover different types of data and various topics. While data from different sources can impact on bias, this section focuses only on data from the internet as a generic case study to illustrate the potential for errors of representation.

Many businesses try to harness information from the internet, as such data are often freely available. There is not much information available about which data are exactly used for which applications; however, the internet and social media is one of the frequently used sources. The following describes comparative data on the use of internet data by companies and highlights the bias in internet data at a general level in the EU. This should give a general sense of coverage issues of data from the internet and its potential bias. While increasing coverage, data from the internet may only reflect a subset of the entire population, which is related to limited access to the internet and different levels of participation in online services, such as social media. Often data are collected through items, referred to as the Internet of Things (IoT). Although many AI systems do not use data from the internet, several AI applications use data from the internet. This could include insurance companies using data from social media to create risk scores of potential customers or the development of facial recognition algorithms based on images from the internet.

At the beginning of 2018, more than one in ten businesses with more than 10 employees in the EU indicates to use big data analytics. The percentage of businesses using big data analytics is the highest in Malta (48 %), Ireland (47 %), Denmark (46 %) and Finland (44 %). Among those enterprises using big data, the most important source is geolocation data of portable devices, which is mostly information on where people are and how they move measured through information from smartphones. Every second, enterprise of those using big data make use of such data (49 %). Similarly, 45 % of big data using enterprises use social media data. Other data sources include enterprises’ smart devices or sensors, which are used by 33 % of all businesses that use big data analytics.

These data exemplify that smartphone and social media data are important sources for big data analytics, which can potentially be used for the development of machine learning algorithms and business decisions. For example, in the area of insurance, these unconventional sources of types of data are increasingly used.

The use of data from the internet raises many questions in relation to who is included in the data and to what extent the information included is fit for purpose.

First of all, not everyone has access to the internet or social media, and coverage of different applications varies as well. Secondly, not everyone wants to access the internet or – in particular – social media or other applications. As a result, certain groups are not covered by data gathered over the internet. In the same way, location data is only representative of those who make this information available for use, for example on their portable devices such as smartphones (depending on how individuals manage their location settings). The enormous growth in the use of the internet almost lets one forget how many people do not have access to the internet, and that data is often biased as it only represents a particular group in the population. This can lead to invalid

---

16 Wang J. et al. (2014). For instance Google provides a list of datasets that can be used for AI development, including many internet generated data: https://ai.google/tools/datasets/.
17 Larger enterprises include those with 250 persons employed or more. Statistics on all enterprises include those businesses with at least 10 persons employed (not considering the financial sector). Data based on Eurostat (2019a).
18 Eurostat (2019a).
19 For example, the Life Bureau of the New York State Department of Financial Services has issued a circular to all insurers authorised to write life insurance in New York, advising on the use of external, ‘non-conventional’ data sources with reference to social media and internet data. The circular highlights the potential of discrimination and the challenges of potential issues with the reliability and accuracy of such data. See: Life Bureau of the New York State (2019).
applications if applied to other groups who were not included in the training data for the AI application. The biased coverage of internet data in comparison to the total population can be exemplified through official statistics from Eurostat (Figure 2).

While there has been a strong increase in the proportion of households in the EU with internet access, at the beginning of 2018, only 89% of all households in the EU-28 had internet access in their household. This means that more than one in ten households did not have a connection to the internet in their households at the beginning of 2018. However, general access to the internet varies considerably across countries, regions within countries and different groups of the population. Figure 2 exemplifies what is often referred to as the digital divide by showing the different proportion of households with an internet connection for higher income households compared to lower income households. Among the richest quarter of households (the fourth quartile) almost all had internet access at 98%. Contrary to that, only 74% of the poorest quarter of households (the first quartile) had internet access. It can be observed, however, that the gap has been closing over time. While the proportion of richer households with internet access was more than twice the proportion of poorer households in 2008 (130% larger), the proportion of richer households was 32% larger in 2018.

Figure 2: Households with internet access in the EU-28, between 2007 and 2018

![Figure 2: Households with internet access in the EU-28, between 2007 and 2018](source: FRA, 2019 [based on Eurostat (isoc_ci_in_h)])

Additionally, there is a strong geographical disparity in terms of levels of access to the internet. The percentage of households with access to the internet ranges in the EU from a low of 72% in Bulgaria up to 98% in the Netherlands. The level of access to the internet is regionally clustered with declining access from North to South and from West to East.

---

20 Eurostat (2019).
When looking at all individuals in the EU-28 (not households), as many as 11% said, at the beginning of 2018, that they never use the internet. The percentage of those never using the internet differs across occupational and age groups, education levels and gender. Internet use is very widespread among students, non-manual workers, ICT professionals, women and men with high education and among younger people. High proportions of individuals never using the internet are found among older people – 27% of those aged 55 to 74. Finally, the proportion of individuals never using the internet is very high among people with low formal education, at 24% among men and even higher among women at 30%. This points to a strong disadvantage among women with low education in terms of using the internet – a gender gap that is not so pronounced among other levels of education.

Consequently, data generated over the internet are necessarily unrepresentative with respect to certain groups in the population. This includes southern and eastern countries in the EU, poorer families, older people and people with low education – particularly women.

In addition, the use of social media among the same groups is even lower than general internet use and is also a source of biased data. The apparently easy access to smartphones and social media is distracting from the fact that many individuals do not (want to) use social media. In the EU-28, only slightly more than half of all individuals (56%) use the internet to participate in social networks, such as creating user profiles, posting messages or other content on Facebook, Twitter, etc. Again, there are stark differences across EU Member States and population groups using social media. Social media use is higher among students (88%), younger people (aged 16 to 24 years, 88%), ICT professionals (76%) and women and men with high formal education (69% and 62%).

These statistics underpin that data from the internet and social media are limited in terms of coverage of the population. These shortcomings potentially limit the use of data from the internet for developing machine learning models that are applied to the general population and for specific groups. However, the potential harm of using biased data for AI systems or algorithmic decision making depends on the purpose of an application.

4. Low data quality’s impact on fundamental rights

This section provides a brief overview of some fundamental rights that may be affected by using low quality data in AI-related technologies and algorithms. FRA is currently carrying out a project that examines concrete ‘use cases’ of AI-related technologies from a fundamental rights perspective (more information can be found in the box), which will develop this point further.

The most obvious and well-studied impact is on the right to non-discrimination (Article 21 of the Charter of Fundamental Rights of the EU). Several reports and studies have highlighted that the use of either non-representative or biased data can lead to unequal treatment of people based on characteristics such as sex, age, disability, sexual orientation, ethnic origin, and religion, which are among grounds protected by law. If there are structural differences in the training data for protected attributes, such as gender, ethnic origin, or political opinion, the output data of machine learning algorithms can discriminate against individuals based on these attributes. Examples of discrimination as a result of AI using inadequate data are growing. A hiring algorithm was found to generally prefer men over women. An online chatbot became racist within a couple of hours. Machine translations showed gender bias and face recognition systems worked well for white men, but not for black women. Sentiment analysis, a method where a piece of text is assigned a score of how positive or negative it is, provides sexist and racist results by reproducing human-like biases. The reasons for these outcomes are mainly based on the data that were used to train the machine learning systems.

Discrimination can also affect the enjoyment of economic and social rights, as it relates to access to services. For example, algorithms and automation

---

21 FRA (2018a); Barocas S. and Selbst A. D. (2016).
are increasingly used in areas related to access to employment, social services and welfare, with a primary purpose to make allocation of resources more efficient. In this field, the use of algorithms can have a negative impact especially on poor people, as research from the United States shows. Moreover, if health related data exclude certain groups, the application of newly developed treatments might not work for some groups.

**Equality between men and women** (Article 23 of the Charter) is another related area impacted on by low data quality. If one gender is under-represented or if sexist behaviour is represented in the training data, AI can increase inequality between men and women.

**Access to a fair trial and effective remedies** (Article 47 of the Charter) can also be impacted, particularly if algorithms are used in the area of crime prevention and the criminal justice system. The use of AI and algorithms in the area of justice needs testing, as highlighted in the CEPEJ European ethical charter. One potential problem might be the use of biased data for automated systems. In addition, to enjoy access to a fair trial and effective remedies, in cases where someone claims to have been mistreated by an AI-system or wants to challenge a decision based on an algorithm, information on how the system or algorithm works is essential. For example, if a person is denied access to a service because of the result of an algorithm (be it automated or not), the person has the right to challenge the decision. To be able to do so, information on how the algorithm works is needed. As the assessment of the quality of training data is one important part in the assessment of the quality of algorithms, even though not all of it, accessible information on the quality of the data is required to access effective remedies.

If algorithms are used by public administration, potential problems can arise through low quality data and, hence, impact on the principle of **good administration** as established in EU law. Article 41 of the Charter mirrors this principle as applying to EU institutions and other bodies. Accordingly, every person has the right to have his or her affairs handled impartially, fairly and within reasonable time by the institutions and bodies of the EU. The use of automated means can contribute to that. However, Article 41 (2) also mentions that this right includes, among others, the obligation of the administration to give reasons for its decisions. This can also be interpreted as the need to make transparent what data sources were used to train algorithms and automated systems.

Finally, developments in the area of AI strongly impact on issues related to the respect for **private and family life** (Article 7) and the **protection of personal data** (Article 8). However, the application of data protection law to the question of data quality for building AI-related technologies and algorithms is not clear. Data protection legislation offers minimal guidance on the topic – the principle of data accuracy in the General Data Protection Regulation (GDPR) is related to data quality, but in a very narrow sense as it only focuses on the obligation to keep personal data accurate and up to date. Accuracy is usually interpreted as correctness of personal data for one individual (e.g. is the age of one person in a database correct), although the term accuracy could be interpreted more widely. Additionally, the GDPR covers the important rights of access, rectification and erasure, data minimisation and security of data.

However, data quality means much more when being used for AI-related technologies and is not limited to personal data. The training data might be used in an anonymised way and data subjects might consent to their data (features) being used by systems for new predictions. There is ongoing discussion if the new, inferred labels (see Figure 1) are actually covered by data protection legislation or not. Researchers have started analysing this topic by highlighting the importance to consider inferred accuracy in the General Data Protection Regulation (GDPR).

For further details on negative fundamental rights implications, consult Raso, F., Hillgoss, H., Krishnaumurthy, V., Bavitz, Ch. And Kim, L. (2018); Council of Europe (2017); AccessNow (2018).

---

33 While the Charter article applies to EU institutions and bodies only, established EU law is much broader and also includes administrations of EU Member States.
34 GDPR, Article 5(1)(d); see also FRA (2018b), pp.127-128. Additional EU law relevant on this aspect is the Police Directive if law enforcement authorities use or rely on AI, and the EU’s own Data Protection Reg. (2018/1725) when it comes to the use of data by EU institutions.
35 Wachter, Sandra and Mittelstadt, Brent (2018).
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The use of non-personal or anonymised data needs to be assessed as well, if used for services that provide decisions about individuals. For example, decisions on access to services can be based on statistical predictions based on group characteristics, such as post code, occupation and other traits that are duly anonymised.

Apart from the data accuracy aspect, the need for an assessment of the quality of data used for real world applications derives directly from the data protection principles of accountability and transparency. However, transparency might be difficult when it comes to questions of copyright, intellectual property and business secrets.\(^{36}\)

For automated decision-making, the GDPR requires data controllers to provide meaningful information about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject.\(^{37}\) The quality of the data used for developing algorithms can be seen as one aspect of being able to understand the logic, significance and consequences of (automated) decision making systems based on algorithms. This makes a description and assessment of data used to train an algorithm an essential component of the provision of meaningful information about algorithms.

5. Assessing data quality

Many criteria can be looked into when assessing the quality of data for AI applications. In general, data quality includes many different issues; for example questions of completeness, accuracy, consistency, timeliness, duplication, validity, availability and provenance.\(^{38}\)

FRA’s research on the use of biometric data in large-scale EU migration databases has highlighted that the quality of data, most notably the accuracy of alphanumeric data and biometric identifiers, can negatively impact on the protection of personal data. In the EU’s large scale databases, such as the Visa Information System (VIS) or in the Schengen Information System (SIS II), incorrect data about individuals is rather commonly reported.\(^{39}\) The trust in new technologies and large databases often lets people forget that the data might be inaccurate. While the discussion is mainly concerned with the accuracy of data in relation to individuals, data quality takes a much broader scope in the era of big data and artificial intelligence. For big data and AI applications, aggregated data are used to learn about patterns in society, to automate processes, and for decision making.\(^{40}\)

One of the problems of big data is that the sheer size of the data has the tendency to convince us that the findings based on such large-scale data must be accurate. However, if the data quality is not taken into account, this assumption might not hold. Data quantity is only one criteria for the accuracy of measuring or predicting something. To tackle statistical accuracy based on data and determine how well we can represent the real world, it needs to be assessed alongside data quality.\(^{41}\)

FRA project on Artificial Intelligence, Big Data and Fundamental Rights

In 2018, FRA launched a research project on Artificial Intelligence, Big Data and Fundamental Rights. This project aims at assessing the positive and negative fundamental rights implications of new technologies, including AI and Big Data. It analyses concrete case studies through carrying out interviews with public administration and businesses in selected Member States, and explores the fundamental rights impact of AI in selected areas, such as health or insurance. Additionally, the project collects information on awareness of fundamental rights issues among public administration and businesses applying AI-related technologies. Finally, the project aims to explore the feasibility of studying concrete examples of fundamental rights challenges when using algorithms for decision-making through either online experiments or simulation studies.

For more information on the project, see FRA (2018), Artificial Intelligence, Big Data and Fundamental Rights.

---


\(^{37}\) GDPR, Article 15 (h), but also Article 13 (f) and Article 14 (g).


\(^{39}\) FRA (2018c).

\(^{40}\) Within these systems only the European Travel Information and Authorisation System (ETIAS) foresees the use of algorithms (namely screening rules to create risk indicators).

\(^{41}\) See Meng, Xiao-Li (2018). Formally, there is a third component, which refers to the difficulty of the problem at hand. This component was not mentioned in the text as it does only complicate the discussion unnecessarily in this context. Data quantity, data quality and problem difficulty refer to the three statistical concepts of sample size, bias and variance.
One definition of ‘data quality’ is whether or not the data used are “fit for purpose”. Consequently, the quality of data depends strongly on the purpose of their use. The following gives some guidance on what errors can occur in the production and use of data, based on classical social science literature. It can help understand errors in training data used for machine learning systems. Understanding these errors helps identify potential problems in data driven systems, such as bias and discrimination.

5.1. Measurement and representation

There are two general sources of error that are related to data quality when using data for producing statistics: measurement error and representation error. These have been developed and discussed in the area of classical survey research. Together, these two issues present the so-called total survey error framework. However, they also impact on data quality from data sources other than surveys. Issues related to representation and measurement are also of importance when assessing the quality of algorithms that are based on data, because machine learning algorithms make use of aggregated information in the training data they use to learn.

Measurement error

Measurement error refers to how accurately the data used indicate or reflect what is intended to be measured. This concept is most appropriate for survey data, where the question asked to a respondent must be evaluated in terms of how well the query measures what it should. For example, does asking someone about their view on the impact of immigrants on the economy help to measure xenophobia? Additionally, it is important to know how well the questions measure what is really true (e.g. do respondents answer the question honestly?) and how much does editing and reorganising the data distort the measurement of the concept in mind (e.g. due to reducing answer categories or building an index). This is obviously important for survey data, which are sometimes used in AI applications and machine learning. However, questions of measurement need to be addressed for other data sources as well, such as data from administrative sources or from social media. If one intends to measure credit worthiness based on information on income, the questions to be asked are:

- how accurate is the information on income (e.g. information provided by persons themselves or information from declared income from tax authorities); and
- is income a good indicator for credit worthiness as such.

Often, several pieces of information are used in combination to measure one concept. With data, we often only approximate what we intend to measure. For example, how do you define or measure a ‘good employee’. Would it be someone who is rarely coming late? For statistics and machine learning, concepts such as creditworthiness or a good employee need to be defined in ways that can be measured. To give another example, if we would like to measure the country of origin of people in a dataset, and this information is not available, their nationality might be used instead. This is called a proxy. However, this means that we do not have a perfect measurement, because we leave out those who obtained the nationality of another country other than their country of origin. In some countries, there are substantial numbers of those obtaining citizenship, hence nationality is not a good proxy for country of origin. Data always only approximate real world phenomena and there is always an error in measurement. It is important to understand how much error is acceptable.

For machine learning systems, measurement error links to the question of which features are included in the training data. Do these include information that does not measure well what it should measure or what should be used to predict outcomes?

The process of labelling outcome data is of crucial importance, particularly when assessing bias in a dataset. Often data have to be labelled by humans, which means that people are tasked to look at specific input data and record the outcome. For example, people are looking at pictures (input data) and

44 It refers, for instance, to the automated classification of documents. In the case Pyrrho Investments v. MWB Property, British court endorsed, for the first time, the use of so-called predictive coding in the process of document disclosure in the civil procedure. Paragraphs 19-21 of the judgment contain detailed description of steps to be taken before deploying the algorithm for document classification. Those include, among others, the definition of the data set, sample size, batches, control set, reviewers, confidence level and margin of error. See: United Kingdom, England and Wales High Court.
45 In social science this last question is called operationalisation – how well can we measure the concept we want to measure (e.g. credit worthiness) with the indicators/variables/features at hand (e.g. information on income).
provide descriptions of the pictures (output data). This is then used for an algorithm to learn patterns in the data. During the labelling process measurement errors can arise, especially if there is no quality control in the labelling process included.

Representation error

Statisticians are very much concerned with the question of how representative their sample of the population is – for good reason. If the data do not cover well the population it should cover, the resulting statistics will be incorrect (i.e. biased). If the entire population which is intended to be covered with an AI application is not included in the input data used for building the application, there is an error of representation. Hence, it needs to be assessed what the impact of this error is.

The gold standard in statistics is random selection of the sample, which means a controlled way of selection of the data units which are used in the analysis. The simplest and a very efficient way of selecting data is through simple random sampling, which means that every person in the total population to be covered in the application has an equal likelihood to be selected. When this is the case, only a small sample of persons/units can be used for accurate representations. There is always a certain amount of error that remains, but researchers decide on an acceptable level of accuracy. However, it is often not possible to achieve a situation where the likelihood of selection would be equal for all units. Additionally, even if persons are selected in a representative way, not all of them might agree that their data are used or not all of them provide any information (so-called non-response). This is a real problem when typical big data sources are used for making predictions for the general population. Such data are often from the internet and those using the internet or certain applications online constitute a specific group of the population – i.e. do not represent the total population. For online applications that only target those who use them, the question is less important. Yet, still the question needs to be asked if the data used for building the application can accurately represent future users. For example, if the model is built using data from some time ago and is outdated, the application will not work well due to a representation error.

For automated systems, timeliness of data seems to be of particular importance in this respect, where data should be analysed in near real time. If algorithms are trained based on historical data to predict behaviour or occurrences, the timeliness of the training data is a crucial aspect to assess. One needs to ask if the coverage of the data used for building the application has changed over time and how this would impact on future predictions. For example, if users of an online portal from two years ago are still comparable to and behaving in a similar way as those using the portal today. This is a question of major importance for algorithms used online, since the data and behaviour is being constantly updated and changing.

Another point, which is sometimes overlooked, is that data are often incomplete. Although a data collection might be representative for the target population, some parts of the data are often missing for some people in the data set. For example, information on all forms of income is not available for everyone, when just relying on income data from tax authorities. To give another example, there could be a considerable percentage of online users for a certain application that opted out of having their data used for further use or other purposes. To assess data quality, information on missing data (partial data), and how it is being dealt with, is necessary as well.

Example: Using an algorithm developed in one state in another state

In the case Wisconsin v. Loomis, the defendant claimed that the court’s reference to the risk assessment report at sentencing violated his constitutional right to due process. The report included scores estimating the risk of recidivism that were calculated by the proprietary algorithm. The defendant alleged, among others, that the software used at sentencing by the Wisconsin authorities had not been cross-validated on (i.e. tested against) a Wisconsin population. Although no violation was found in this case, the Wisconsin Supreme Court ruled that any pre-sentence investigation report must contain information on the software’s limitations, including notification that the algorithm compares defendants to a national sample, and not to the population of Wisconsin. Moreover, the court noted that the software must be constantly monitored and re-normed for accuracy due to changing populations and subpopulations (para. 100).


---

47 This refers to the level of confidence – or confidence interval – that is deemed acceptable by researchers, based on the number of observations and sampling procedure.

48 In academic research, this is referred to as concept drift. Patterns in data evolve over time, which can render data obsolete over time. See Zliobaite, I., Pechenizkiy, and Gama, J. (2016).
5.2. Reliability and validity

The two sources of errors above – measurement and representation error – are related to two important conditions for data quality and analysis often used in social sciences and survey research: reliability and validity. These two concepts have traditionally been used to describe measurement errors of latent constructs in social sciences (i.e. measurement of certain concepts through several indicators, for example to build an index; or when direct measurement is not possible, using measurement of related issues).49

Reliability refers to how stable and consistent measurements are. Validity refers to the question if the data and prediction actually measure what they intend to measure, thus related to errors of representation and measurement. Data that are not reliable have a high variance (i.e. their results vary a lot) and data that are not valid are biased (i.e. they measure the wrong thing). While invalid data often miss the target systematically (bias), unreliable data might have the right target but show too much variation and uncertainty, which means that they often miss the target despite being right on average.

An important aspect in big data analytics is that large amounts of data can be used, which can mitigate errors through having more comprehensive measurement based on many observations. The number of observations used, which are often very large in big data applications, decreases statistical uncertainty. However, without having high quality data, in terms of low errors of representation and measurement, large volumes of data do not increase the validity of measurements. On the contrary, we could miss the target more consistently. This can happen if partial data are used. For example, only data on a certain demographic group, which is systematically different to other groups in the population.

Data quality in the European Statistical System – lessons for AI

Quality of data can be seen as a competitive advantage, particularly in times when increased demand for quick data means that thorough checks on data quality are not undertaken. The European Statistical System (ESS), which is a partnership of Eurostat and national statistical institutes, highlights the need for data quality in its Quality Declaration.* It is based on the European Statistics Code of Practice.** The content of the code can be used as a reference frame for data-based AI applications as well. Principle number 12 of the code of practice makes explicit reference to “accuracy and reliability”, requiring that the source data, intermediate results and outputs are regularly assessed and validated, sampling and non-sampling errors are measured and systematically documented, as well as analysis of potential impacts of any revision in the data production to improve the process. Principle number 4 of the code of practice “commitment to quality” can also guide AI applications’ data quality management. It refers to four indicators of quality including:

1. The quality policy is made public.
2. Procedures are in place to plan and monitor the quality of the data production process.
3. Product quality is regularly monitored, assessed and reported.
4. The outputs are regularly and thoroughly reviewed, including by external experts where appropriate.

These criteria come from long standing experiences in the production of statistics, which are also related to the use of data for AI systems based on machine learning methods. However, the questions for machine learning are still slightly different and need to be adapted depending on the specificities and goals of each ‘use case’. One important difference is that (official) statistics aim at describing the population – such as persons, companies, or countries in the case of statistics on the national economy – according to selected characteristics, potentially identifying correlations and sometimes aiming at causal explanations.

In comparison, machine learning is mainly concerned with predicting the characteristics of one unit, such as one person, one company or one country. This has slightly different implications, because accuracy of the prediction becomes even more important compared to general statistics about population groups.

Developments in the area of machine learning can draw on experiences from other disciplines such as statistics, economics and other social sciences such as psychology and sociology – all of which have developed quality criteria for the purpose of their studies.

* European Statistical System (2016).
** European Statistical System and Eurostat (2011).

5.3. Dataset descriptions for assessing data quality

An assessment of errors in data begins with a basic understanding of where the data come from and what they cover. A proper assessment of training data can be achieved by providing descriptions of datasets used. Experts in the field of AI and machine learning have proposed to use dataset descriptions (referred to as ‘datasheets’, or ‘nutrition labels’) for providing information on the content and quality of datasets.53 This way data quality issues that are important for understanding how a certain algorithm works can be addressed. It is suggested to describe datasets similar to the way hardware components are described to check if such components comply with industry standards. Datasets including information on people could be similarly described by including detailed information on the dataset creation, composition, data collection process, preprocessing and distribution of the dataset. There is currently no standardised way of describing datasets agreed upon in the field of AI. Such a standardisation would have to allow for flexibility to be able to include the variety of possible data formats and collections used in AI applications. This is important because if data are generated for one purpose, it needs to be assessed if they are also fit for another purpose.54

A very good way of describing data is pioneered by European data archives and portals. The UK Data Service, for example, describes how data can be documented based on existing standards.55 Data archives also make use of international standards and schemes for describing datasets. For example, the Data Documentation Initiative (DDI) is a private international standard for the description of data from surveys and other data sources in social, behavioural, economic and health sciences. It provides guidance for a standardised way of describing datasets (i.e. meta data). The standards developed by this initiative can document data in a way necessary for sharing data for reuse. In order to be able to assess data quality, information on the context of the data collection as well as methodology, data and meta-data level descriptions are needed. This includes information on the methodology used for obtaining the data, such as information on the population and observational units covered in the data, the method of data collection (e.g. interviews, online tracking, etc.), sampling procedures, temporal and geographical coverage. With this information, users of applications can better assess the quality and potential errors of the tool that uses a particular data set. These existing practices, which have been developed over time in disciplines encompassing statistics, offer potential avenues for data quality assurance in relation to AI.

Conclusion: asking the right questions

Assessing AI-related technologies and algorithms from a fundamental rights perspective is a complex task. Assessments of data processing need to go beyond traditional data protection impact assessments. Machine learning systems and algorithms that make use of data require broader and more flexible ways for assessing and addressing data quality in relation to several, and interconnected, fundamental rights.56 It is important to increase awareness and knowledge among businesses – both public and private – about how algorithms work. As part of an improved understanding of algorithms, it is important to query what the basis for the development of algorithms is: the data.

The use of algorithms in AI can negatively impact on fundamental rights if the data used to build an AI-system measures the wrong thing. Additionally, harm can be done if the data used to build AI-systems do not represent the population it is used for. As outlined above, the concepts of measurement and representation errors can help our understanding of whether certain data sources are problematic or not. These errors can only be assessed if the data are available and documented appropriately.

There are no agreed standards for data quality assessments for machine learning applications; however, promising research is ongoing.55 Drawing on experiences from the social sciences, the following questions could serve as a minimum guidance for understanding the quality of data. Answering these

51 In January 2019 European Parliament, the Council of the EU and the European Commission have reached an agreement on a revised Directive on Open Data and Public Sector Information. Proposal highlights that wide range of information in many areas of public authorities’ activity constitute a vast, diverse and valuable pool of resources (recital 6). In addition, allowing re-use of documents held by a public authorities will allow to improve the quality of information collected (recital 11). See: European Parliament and European Council (2018a). Data of the EU institutions, agencies and bodies are available at the EU Open Data Portal.
52 For more, see the website of the UK Data Service.
53 For more, see the website of Data Documentation Initiative.
54 On human rights impact assessments, see Mantelero, A. (2018); and for flexible ways of testing machine learning systems for potential discrimination, see Veale, M. and Binns, R. (2017).
questions can help identify if there are potential fundamental rights problems with the use of an algorithm due to data quality:

- Where do the data come from? Who is responsible for data collection, maintenance and dissemination?
- What information is included in the data? Is the information included in the data appropriate for the purpose of the algorithm?
- Who is covered in the data? Who is under-represented in the data?
- Is there information missing within the dataset or are there some units only partially covered?
- What is the time frame and geographical coverage of the data collection used for building the application?

The quality of data can give rise to discriminatory or otherwise erroneous machine learning systems. Therefore, an understanding of data quality can help to understand and mitigate potential problems of such systems. The assessment of algorithms, however, does not stop here. Apart from the data, other parts of the development of algorithms, for example, the way an algorithm works (‘the black box’) and the predictive power of an algorithm, are equally important and should also be considered. New technologies need a holistic assessment of potential fundamental rights challenges. An evaluation of the training data, as outlined in this paper, should be part of such an assessment.

In relation to AI, the focus on data quality is important because many developers, businesses and public authorities might make use of easily available and potentially free data for developing algorithms. In essence, the purpose of using machine learning algorithms is to be more efficient and save resources. Investing in costly data acquisition might not contribute to saving costs, therefore data sources that are easily available are often preferred. Moreover, data that could be used for the development of algorithms are often not accessible due to copyright restrictions; hence the attraction of data sourced from the internet. As a result, data from the internet are used for purposes other than those originally envisaged, and those analysing or using data were not involved in the production of the data. The consequences of using such data, with respect to fundamental rights, are only just emerging.

For an increased understanding of the impact on fundamental rights, interdisciplinary research is required as the topic combines elements from many different areas, including law, computer science, statistics and social science. This focus paper contributes to the discussion by highlighting what is understood as data quality in survey research, and by applying this to machine learning algorithms. This means that an assessment of AI-related systems, based on algorithms, should include an evaluation of data quality, which can draw on established experience and scientific rigour from the social sciences and survey research.

---

56 For the guidelines on reporting machine learning models see Luo, W. et al. (2016) and Zook, Matthew, et al. (2017).
57 As an example, among the datasets most commonly used for machine learning is the ‘Enron e-mails’ that contains approximately 200,000 e-mails exchanged between employees of a Texas-based energy company that went into bankruptcy in 2001 due to accounting frauds. Although for some of them the dataset may be adequate (e.g. automatic categorisation of e-mails or spam detection), the content of Enron e-mails demonstrates gender bias. See: Mohammad, S. M., Yang T. W. (2011).
59 See Groves, Robert (2019).
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